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Abstract: Artificial Neural networks (ANN) are finding many uses in the medical diagnosis applications. 

Different diseases such as acquired immuno deficiency syndrome (AIDS), malnutrition, cardiovascular diseases, 

osteoporosis are related to body composition topologies such as fat mass (FM), fat free mass (FFM), total body 

water (TBW), bone mineral contents (BMC) and bone mineral density (BMD). Due to heterogeneous complexity 

of medical data classification and analysis needs Artificial Intelligence (AI) based technique to manipulate data. 

Many e-health system especially ANN uses AI methods to improve diagnostic process. Currently many body 

composition measurement systems in their applications elderly. Hence bioelectric impedance analysis (BIA) 

technique is used which is non-invasive, easy, fast and inexpensive. In biological structure, application of low 

level alternation of current produces impedance to spread current. These impedance and phage angle is 

measured using different electrodes to calculate resistive and reactive components of the body. These 

components along with other independent variables such as age, height, weight, etc are used to calculate BMC 

and BMD respectively. ANN provides mathematical equations which are used to calculate BMC and BMD, 

which are useful body composition parameters for the detection of osteoporosis. 

Keywords: Artificial Neural network, acquired immuno deficiency syndrome, fat mass, fat free mass, bone 

mineral density, bone mineral contents, bone mineral density, artificial intelligence, bioelectric analysis, etc. 

 

I. Introduction 
The most important concern in the medical domain is to consider the interpretation of data and perform 

accurate diagnosis. A common disease „Osteoporosis‟ does not depend on the bone mineral contents only but 

also some other significant factors such as age, height, weight, life style etc. All these factors play important role 

in a diagnosis of osteoporosis [1]. There are so many methods such as X-ray absorptiometry (DXA), hystrostatic 

weighing (HW), body mass index (BMI), and body impedance analysis (BIA) for classification of person to 

normal, osteopenia, osteoporosis, severe osteoporosis. Among them DXA and HW are expensive, time 

consuming, invasive, and not used in epidemiology studies. Therefore, many health systems have started using 

techniques e.g. Artificial Intelligence (AI) methods such as Artificial Neural Networks (ANN). It can provide 

highly accurate results in comparison with regression models. It Human body is consists of 50 to 60 % of body 

fluid which functions as conductor at a high frequency. The living organisms behave as electrical conductor and 

cell membrane behaves as imperfect reactive elements. 

In biological structures application of constant, low level current produces impedance to spread of 

current i.e. which is a frequency dependent. The body fluids and electrolytes are responsible for electric 

conductance and cell membrane is involved in reactance is a measurement of the ability of a medium to conduct 

current. It is the ratio of voltage (V) to the injected current (I). Phase angle (Φ) is the time delay between an 

alternating current in a conductive medium. It is expressed in degrees of phase shifts. Resistance (R) is a 

component of the impedance related to dissipation of energy in a conductive medium. Reactance (Xc) is the 

components related to the storage of energy in a conductive medium [2]. Consider a cylinder having cross 

sectional area A (m
2
) and length L (m) of the uniform resistivity.  Neural Network analysis is an outgrowth of 

AI. Neural Networks take a different approach to problem solving than that of conventional computers. In this 

paper perceptron algorithm was used to calculate output variables BMC and BMD using input variables such as 

age (years), height (m), weight (Kg), resistance (R), and capacitance (Xc). Mathematical equations were 

developed using input variables.
 
R and Xc are calculated using formula in equations (2). From figure 1.1 

impedance of the cylinder can be calculate can be calculated as, 
  

ALZ /                                                                                                                                                                                                                       
(1)
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fig. 1.1 Cylinder with uniform resistivity 

 

II. Artificial Neural Network 
ANN behaves as a brain, and inspired by biological neural network (BNN). Neural network are a series 

of non-linear, interconnected mathematical equations, which resemble biological neuronal systems and are used 

to calculate an output variable on the basis of independent input variable. Neural Network analysis is an 

outgrowth of AI [3]. Neural Networks take a different approach to problem solving than that of conventional 

computers. In this paper, perceptron algorithm was used to calculate output variables BMC and BMD using 

input variables such as age (years), height (m), weight (Kg), resistance (R), and capacitance (Xc). Mathematical 

equations were developed using input variables. It consists of large number of simple processing elements that 

are interconnected with each other. It has three layers namely input layer, hidden layer and output layer. Input 

layer consists of different types of inputs which compute the total signal being sent to it by other processors in 

the network. Hidden layer consists of synaptic weights and bias that are applied to input variables present in 

input layers, the unit applies an activation function to this total signal to get desired. Output layer sends a signal 

to other processors. The way that the neurons are connected to each other has a significant impact on the 

operation of the ANN. It is trained to map a set of input data by iterative adjustment of the weights. Information 

from inputs is fed forward through the network to optimize the weights between neurons [3]. It learns and 

progressively develops meaningful & reliable relationships between input and output variables. ANN can be 

used to solve a variety of problems in pattern recognition, prediction, and control systems. Conventional 

approaches have been proposed for solving these problems. ANN may be used to establish relationship between 

output parameters such as BMD, BMC and input parameters such as age, weight, height, gender (male/female), 

resistive and reactive component of human body. With their unique features neural network has become a 

powerful decision-making tool. Studies and investigations are being made to enhance the applications of ANNs 

and to achieve the benefits of this new technology [4]. 

 

III. Feed Forward Network 
Generally, feed-forward networks each consist of three layers of artificial neurons. Data are entered in 

the input layer and further processed in the hidden and output layers. ANN use non-linear mathematical 

equations to successively develop meaningful relationships between input and output variables through a 

learning process, which consists of a “training phase” and a “recall phase”. 

 

3.1 Training phase 

In this phase, the relationships between the different input variables and the output variable(s) are 

established through adaptations of the weight factors assigned to the interconnections between the layers of the 

artificial neurons. This adaptation is based on rules that are set in the learning algorithm. At the end of the 

training phase, the weight factors are fixed.  

 

3.2 Recall phase 

In this phase, data from patterns not previously interpreted by the network are entered, and an output is 

calculated based on the above-mentioned, and now fixed, weight factors. A layered feed-forward network 

consists of a certain number of layers, and each layer contains a certain number of units. A single-layer neuron 

is not able to learn and generalize the complex problems [6]. 

 
fig. 3.1 Feed forward network [5] 
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3.3 Perceptron algorithm 

Perceptrons architecture is a classical Neural Networks proposed by Frank Rosenblatt in 1957. The 

perceptron function is a classification of different patterns. A pattern can be considered as a point in n-

dimensional space (where n coordinates correspond to different features of the object to be classified). MLPs are 

the most common type of feed-forward networks. In the most common case, the perceptron was presented as a 

structure with one layer of neurons that are connected with inputs of the system. These connections have the 

weight coefficients, which can be changed during the training process. The goal is to find a set of weights w0, 

w1, wn such that the output of the perceptron is 1 if the input pattern vector belongs to class 1 and 0 if the 

pattern vector belongs to class 0 training. The weights are modified in accordance with the perceptron learning 

rule (or law). Neural Network was trained using supervised In other words, for each input X to the network, the 

correct output Y also was supplied [7].  

 
fig. 3.2 Multilayer Perceptron Network [5] 

MLP is a feed forward neural network with one or more hidden layers. It is general function 

aproximator. MLP with one hidden layer as shown in Fig 3.2 is sufficient to approximate any continuous 

function. Input acts as input buffer data buffers that distribute the input to hidden layer. Hidden layer performs 

two functions i.e. combining function and activation function. Consider MLP with one hidden layer with ni 

input nodes, the output nodes of j
th

 neuron of hidden layer is given by,   

  ))((( 1

1

bjtxWFV iji

n

i

j  


 ; for   
hnj 1                                                                                (4) 

Where, the W
1
 ji denotes the weight that connect the input and hidden layers; xi, and bi denote the input 

that are supplied to the input layer and thresholds in hidden layers respectively.ni and nh are number of input and 

hidden nodes respectively. The output k-th output neuron, yk in the output layer is given by,  

 



nh

j

jkjk tVWy
1

2 )(^  ; for  
onki                                                                                               (5)   

Where F(.) is activation function which may be sigmoid or hardlim activation function. The weights 

W
1

ji, W
2
kj and threshold bj are unknown and should be selected to minimize the predication]n errors which is 

defined as  

 )()()( ^ tytkytk                                                                                                                          (6) 

Where y
^
k(t) =network output and yk(t) =obtained output.                        

 

3.4 Transfer functions used in ANN 

Most units in neural network transform their net inputs by using a scalar-to-scalar function called an 

activation function, yielding a value called the unit's activation. Few of them have explained in the section 3.4.1, 

3.4 2, 3.4.3, and 3.4.4 

 
fig. 3.3 Activation functions used in ANN [19] 
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3.4.1 Identity function 
It is obvious that the input units use the identity function. Sometimes a constant is multiplied by the net 

input to form a linear function. 

   xxg )(                                                                                         (7) 

Except possibly for the activation value is fed to one or more other units. Activation functions with a 

bounded range are often called squashing functions. [8]. 

 

3.4.2 Binary step function 

This kind of function is often used in single layer networks. It is also known as threshold function or 

Heaviside function. The output of this function is limited to one of the two values: 

           1)( xg     if x           

0)( xg    if x                                                                                                                                  (8) 

 

3.4.3 Sigmoid function 
This function is especially advantageous for use in Neural Networks trained by back-propagation; 

because it is easy to differentiate, and thus can dramatically reduce the computation burden for training. It 

applies to applications whose desired output values are between 0 and 1.  
xexg  1/1)(                                                                                                                                      (9) 

 

3.4.4 Bipolar sigmoid function 
This function has similar properties with the sigmoid function. It works well for applications that yield 

output values in the range of [-1, 1]. Activation functions for the hidden units are needed to introduce non-

linearity into the networks.  
xx eexg   1/1)(                                                                                                                         (10) 

The reason is that a composition of linear functions is again a linear function. However, it is the non-

linearity (i.e., the capability to represent nonlinear functions) that makes multi-layer networks so powerful. 

Almost any nonlinear function does the job, although for back-propagation learning it must be differentiable and 

it helps if the function is bounded. The sigmoid functions are the most common choices [8]. For the output units, 

activation functions should be chosen to be suited to the distribution of the network output values.  We have 

already seen that for binary [0, 1] outputs, the sigmoid function is an excellent choice. For continuous-valued 

network outputs with a bounded range, the sigmoid functions are again useful, provided that either the outputs 

or the network outputs to be scaled to the range of the output activation function. But if the network output 

values have no known bounded range, it is better to use an unbounded activation function, most often the 

identity function (which amounts to no activation function). If the network output values are positive but have 

no known upper bound, an exponential output activation function can be used [3]. 

 

IV. Development of an Artificial Neural Network for Body Composition Analysis 
4.1 Development of the Training Algorithms  

For the development of Training algorithm of an ANN we need to following steps mentioned below: 

 

4.1.1 Access input-output data 

In order to train the ANN using supervised learning algorithm, input-output pairs or training data is 

required. This can be obtained easily by varying the inputs within the range for which training is required. Input 

parameters used in body composition analysis are age, weight, height, reactance and resistance etc. Resistance 

(R), Reactance (Xc) have been calculated using following formulae: 

          )ZSin(R                                                                                                                                     (11) 

          )ZCos(Xc                                                                                                                                 (12) 

Where, Impedance (Z) is a measurement of the ability of a medium to conduct current. It is the ratio of 

induced voltage (V) to the injected current (I). Phase angle (Φ) is the time delay between a stimulating current 

and voltage generated by alternating current in a conductive medium. It is expressed in degrees of phase shifts 

[1]. 

4.1.2 Building a Network 

At this stage, the designer specifies the number of hidden layers, neurons in each layer transfer function 

in each layer, training function, weight/bias learning function, and performance function or activation function 

[9]. 
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4.1.3 Training of a network  

During the training process, the weights and bias are adjusted in order to make the actual outputs 

(predicated) close to the network output (measured) outputs of the network [4]. Network is trained to achieve 

desired results. Once it is developed correctly, it can be used for simulation purpose.  

 

4.1.4 Simulation of algorithm 

The network needs to be simulated and test input is applied after training of the network. The 

remaining input-output data is used to test the Network whether is perfectly trained or not. The output obtained 

and actual output has been plotted to check accuracy of a system. 

 

4.2 Method  

Our aim is to make a system which can calculate BMD and BMC using independent parameters such 

as Age, height, weight, sex (male/female), resistive and reactive components of body impedance. BMD and 

BMC have non linear relationship with all the above mentioned input parameters. Input parameters selected are 

age (in Year), sex (male/female), weight (in Kg), and height (in meter), resistive and reactive components of the 

body which can be measured using equations (2) and (3) respectively ANN prediction equation were developed 

using impedances and other anthropometrics for predicting the reference BMC, BMD etc of 34 male and 82 

female subjects. Out of which 28 males and 47 females were used for training purpose, and remaining data is 

used for simulation and testing the model. Many variables often have a high number of missing values, usually 

due to error or to the fact that the variable is measured only seldom. Provided enough data are available, the 

incomplete portion of the data can simply be discarded. However, the amount of training data is usually smaller 

than required. In order that even incomplete data can be used, many algorithms have been developed, as 

described in a previous comprehensive overview. Interestingly, again ANN can be used to approximate missing 

values. After suitable training, final weight and bias values are obtained which will give mathematical equations 

for BMD as well as BMC. 

Following steps have to follow for perceptron algorithm for Body Composition Analysis:  

Step 1: Access of input and output data. 

Load datafile containing input parameters such as Age (X1), Height (X2), weight (X3), Reactive 

components(X4 & X5) for BMD (T1) and BMC (T2) are taken into considerations.(The data shown in 

observation table is taken from [16] ) 

Step 2: Assumed some random Values of synaptic weight and bias. 

Weight values and bias values and learning rate („mu‟) and momentum („alpha‟).Then, weighted inputs are 

summed together with bias. Multiply weights and input vectors. 

5544332211 XWXWXWXWXWXW ii                                                                         (13) 

   iik XWY ^
                                                                                                                               (14)   

Step 3: Apply hardlim or sigmoid function to the output. 

 )( ^
kK YFy                                                                                                                                          (15) 

Where F (.) is a hardlim or sigmoid activation function 

Step 4: Calculation of error and updating weight and bias values.  

            )()()( ^ tytyt kK
k

                                                                                                                       (16) 

Where, y
^
k=network output yk=actual output 

)()()( tWytnewW ijk                                                                                                              (17) 

)()()( tbtnewb i                                                                                                                         (18) 

Step 5: Verify results with new weights and bias values. 

Again compare output of bone mineral content with network output bone mineral content values and update 

weight and bias values if network output does not matches with output. Keep maximum no of iteration get 

maximum accuracy. 

Step 6: Finalized weight and bias values after suitable training. 

We obtain fixed values of weights and bias. 

Step 7: Same procedure is followed for BMD as well as BMC also. (Follow step 1 to 6). The perceptron 

architecture network is developed and trained successfully.  
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fig 4.1 Block diagram BIA for determination of bone mineral density and Bone mineral contents 

 

V. Indentations and EQUATIONS 
Injection of a frequency dependent current (about 1 mA) produces an impedance (Ω) and phase angle 

(Φ) which was used to calculate resistance (Ω) and reactive components (Ω) of human body. Single layer 

perceptron model was trained successfully using input and target output or output parameters. Input parameters 

used for development of algorithm were age (year), height (meter), weight (Kg), resistance (Ω), and reactance 

(Ω) while respective output parameters are BMD and BMC. Following equations shows the relation between 

input and output parameters mentioned above.  

XcRWeightHeightAgemaleBMD 0008.00036.00095.00013.00088.00094.0)(   (19) 

 

XcRWeightHeightAgemaleBMC 0306.00072.001595.00069.00266.00074.0)(      (20) 

 

XcRWeightHeightAgefemaleBMC 0075.00123.00181.00081.00157.0000562.0)(         (21)  

 

XcRWeightHeightAgefemaleBMD 0043.00084.00079.01983.00084.000046.0)(     (22) 

 

VI. Figures and TABLES 
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fig 6.1 Bone mineral density (g/cm
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) for males                       fig 6.2 Bone mineral density (g/cm
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) for females 

0 5 10 15 20 25 30
1.6

1.8

2

2.2

2.4

2.6

2.8

3

3.2

no. of patients

B
on

e 
M

in
er

al
 D

en
si

ty
 (

g/
cm

2)

       
0 5 10 15 20 25 30 35 40 45 50

1

1.2

1.4

1.6

1.8

2

2.2

2.4

2.6

2.8

no. of patients

B
on

e 
M

in
er

al
 C

on
te

nt
s(

K
g)

 
fig 6.3 Bone mineral contents (Kg) for males                           fig 6.4 Bone mineral density (Kg) for females 
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Observation Table -6.1 Bone mineral contents and bone mineral density data for 116 subjects 

 
VII. Conclusion 

The Perceptron network is most often used in the medical diagnosis systems. ANN analysis is 

performed to estimate the BMD as well as BMC. The BMD is the most accurate indicator of the risk factor for 

fracture, osteopenia, and osteoporosis. Perceptron model is developed and provides 90 to 95 % accurate results 

which are shown in observation table as well as discriminant analysis of target output and obtained outputs for 

BMD and BMC.  6.1, 6.2, 6.3, 6.4 blue colours indicate target output values while red colour indicates obtained 

values. This application allows us to make non-linear relationship with input and output parameters of body 

composition analysis. The attributes taken for diagnoses are; Age (months), Sex (male/female), Height (inch), 

weight (kg), Resistive as well as reactive components of body, BMD (g/cm), BMC (Kg), Reactance (Ω), 

Capacitance (Ω) etc.  
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